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Tony Wu at the IPAM

Tony Wu, Autoformalization with Large Language Models (IPAM (UCLA), Feb 15, 2023)
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Melanie Mitchell on PaLM2

https://blog.google/technology/ai/google-palm-2-ai- large-language-model/
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What’s So Funny?

˛ Proof assistants and automated theorem provers were supposed to prevent the

frailty of human proving practices instead of reproducing them and relying on them

as a gold standard.

˛ Mathematical literacy was supposed to be a condition to write and read scientific

papers and mathematical expressions instead of their miraculous effect.

˛ Natural language was considered the cause of rather than the solution to the

multiple problems preventing mathematics from achieving higher degrees of

precision.

˛ More generally, the formal nature of mathematics was believed to make it

impassive to the strong empirical position assumed by connectionist approaches

guiding the application of DNNs.
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Arithmetic in GPT-3

(Brown et al., 2020)
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Reasoning in ChatGPT o3
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Main Orientations in DNN Applications to Maths

˛ Proof-Oriented

— Bansal et al., 2019; Polu and

Sutskever, 2020; Wu et al., 2022.

˛ Object-Oriented

— Blechschmidt and Ernst, 2021;

Charton, 2021; d’Ascoli et al., 2022;

Lample and Charton, 2019; Li et al.,

2021

˛ Skill-Oriented (e.g., Reasoning)

— Brown et al., 2020; Lewkowycz

et al., 2022; Shen et al., 2021

˛ Heuristic-Oriented

— Davies et al., 2021; Wagner, 2021

(Alemi et al., 2016)

(Peng et al., 2021)

(Lample and Charton, 2019)

(Davies et al., 2021)
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Philosophical Significance: The Return of Language

˛ Research orientations tend to be spontaneously organized according to the AI

researchers’ implicit assumptions as to what characterizes mathematical practice

(i.e. what it is that we do when we do mathematics).

˛ However, practically all applications share a common philosophical assumption:

Written natural language plays a critical role in the processing mathematical

knowledge.

˛ The potential success of DNN methods in mathematics is inseparable from a

reorientation of the epistemology of mathematics from logic and formal systems

to natural language and vernacular writing practices.
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Trees of Knowledge

F. Bacon (1605) E. Chambers (1728) Didérot & D’Alembert (1751-1772)
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Trees of Knowledge (detail)
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The Birth of Formal Knowledge

S. T. Coleridge, Encyclopaedia Metropolitana, 1818.
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Stochastic Parrots vs. AI Consciousness

📉🦜

Language models are not like us,

therefore they do not and can not have any relation to meaning.

🤖🧠

Language models have a relation to meaning,

therefore they are like us.

Juan Luis Gastaldi | How to Do Maths With Words 12/23



Making it Explicit

Theory

Informal

Specification

Formal

System

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

Theory

Informal

Specification

Formal

System

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

Theory

Informal

Specification

Formal

System

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

“Task”

Informal

Specification

F

Structure

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

“Task”

Informal

Specification

F

Structure

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

“Task”

Informal

Specification

F

Structure

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Making it Explicit

“Task”

Informal

Specification

F

Structure

Formal

Specification

Function

λRóƒÄÒêÑ5È|Àxñ=∞
ù�ÿmWf286ëy’SÒú>v&

¨ ¨ ¨
3Â⁄rxµ∞µ$ÀëÂ*lf˜îû’
+ÍVìyªGæßägô/,uÑ

Data

Implicit

Specification

Theoretical

Interpretation Implementation

Formal

Explanation

Implementation

Juan Luis Gastaldi | How to Do Maths With Words 13/23



Outline

Intro: Machine Learning, Mathematics, and Language

Historical Perspectives

Epistemological Perspectives

Theoretical Perspectives

Conclusions



Distributionalism and Word Embeddings

˛ Distributional Hypothesis
(Harris, 1960; Saussure, 1959)

— “You shall know a word by the

company it keeps!” (Firth, 1935)

— The content of a linguistic unit is

determined by its distribution over a

corpus (i.e., the other units appearing

in its context)

˛ Computational version:

Word Embeddings

Embedding Projector

DATA

 

Checkpoint: Demo datasets

Metadata: oss_data/word2vec_10000_200d_
labels.tsv

UMAP T-SNE PCA CUSTOM

PCA is approximate. 

Total variance described: 8.5%.

Show All
Data

Isolate 101
points

Clear
selection

 

COSINE EUCLIDEAN

neighbors

distance

Nearest points in the original space:

palace 0.512

houses 0.513

representatives 0.562

commons 0.564

hall 0.592

parliament 0.595

senate 0.608

royal 0.626

castle 0.626

hotel 0.646

town 0.650

seat 0.658

lords 0.664

tower 0.670

residence 0.673

corner 0.674

chamber 0.676

cathedral 0.676

building 0.684

street 0.688

 5 tensors found

Word2Vec 10K

 Label by

word
 Color by

No color map

 Edit by

word Tag selection as

Load Publish Download Label

Sphereize data 

 X

Component #1

 Z

Component #3

 Y

Component #2

Points: 10000 Dimension: 200 Selected 101 points

house
Search

house .*

 by

word

100

BOOKMARKS (1) 

house

(https://projector.tensorflow.org)

Juan Luis Gastaldi | How to Do Maths With Words 14/23

https://projector.tensorflow.org


The Structure of Meaning in Language

The Structure of Meaning
in Language: Parallel
Narratives in Linear Algebra
and Category Theory
Tai-Danae Bradley, Juan Luis Gastaldi,
and John Terilla

Introduction
Categories for AI, an online program about category the-
ory in machine learning, unfolded over several months be-
ginning in the fall of 2022. As described on their website
https://cats.for.ai, the “Cats for AI” organizing com-
mittee, which included several researchers from industry
including two fromDeepMind, felt that themachine learn-
ing community ought to be using more rigorous composi-
tional tools and that category theory has “great potential
to be a cohesive force” in science in general and in artificial

Tai-Danae Bradley is a research mathematician at SandboxAQ and a vis-
iting faculty member at The Master’s University. Her email address is
tai.danae@math3ma.com.
Juan Luis Gastaldi is a researcher at ETH Zürich. His email address is
juan.luis.gastaldi@gess.ethz.ch.
John Terilla is a professor of mathematics at CUNY Queens College and on
the Doctoral Faculty at the CUNY Graduate Center. His email address is
jterilla@gc.cuny.edu.

For permission to reprint this article, please contact:
reprint-permission@ams.org.

DOI: https://doi.org/10.1090/noti2868

intelligence in particular. While this article is by no means
a comprehensive report on that event, the popularity of
“Cats for AI” — the five introductory lectures have been
viewed thousands of times — signals the growing preva-
lence of category theoretic tools in AI.

One way that category theory is gaining traction in ma-
chine learning is by providing a formal way to discuss how
learning systems can be put together. This article has a dif-
ferent and somewhat narrow focus. It’s about how a fun-
damental piece of AI technology used in language mod-
eling can be understood, with the aid of categorical think-
ing, as a process that extracts structural features of language
frompurely syntactical input. The idea that structure arises
from form may not be a surprise for many readers — cat-
egory theoretic ideas have been a major influence in pure
mathematics for three generations — but there are conse-
quences for linguistics that are relevant for some of the on-
going debates about artificial intelligence. We include a
section that argues that the mathematics in these pages re-
but somewidely accepted ideas in contemporary linguistic
thought and support a return to a structuralist approach to
language.

The article begins with a fairly pedantic review of lin-
ear algebra which sets up a striking parallel with the rel-
evant category theory. The linear algebra is then used to
review how to understand word embeddings, which are at
the root of current large language models (LLMs). When
the linear algebra is replaced, Mad Libs style, with the rel-
evant category theory, the output becomes not word em-
beddings but a lattice of formal concepts. The category
theory that gives rise to the concept lattice is a particularly
simplified piece of enriched category theory and suggests
that by simplifying a little less, even more of the structure
of language could be revealed.

174 NOTICES OF THE AMERICAN MATHEMATICAL SOCIETY VOLUME 71, NUMBER 2

{a,e,i,é}

{a}

{a,y}

{a,e,i,o}

{-,a}

{a,e,o,é}

{a,o,u}{a,i,u}{a,u,é} {a,e,u}

 

 

 

 

 

 

    
{2,3,4,5}

{3}

{3,4,5,6,7, 
8,9}

{g_n,m_n, 
m_t,t_l,…}

{g_n,m_n, 
m_s,m_t,…}

{g_n,m_n, 
m_r,m_t,…}

{m_l,m_n, {d_n,g_n, 
m_s,p_t,…}m_n,m_s,…}

{g_l,m_l, 
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{d_l,g_n, 
m_n,m_s,…}

{m_l,m_n, 
m_r,m_s,…}

{g_t,t_b, 
t_g,t_l,…}

{h_d,t_i, 
t_l,t_t,…}

Figure 4. Sublattices of formal concepts for characters in the Wikipedia corpus for the characters 𝚊 and 𝟹 for which there are at
least 20 contexts. Only the minimal and maximal nodes are labeled. Contexts not shown for the lattice for 𝟹.

Figure 5. Words in the BNC corpus corresponding to the four greatest and four least values for the first 10 singular vectors in
decreasing order.

raw text) do not and can not have any relation to mean-
ing. This idea rests upon an understanding of meaning as
“the relation between a linguistic form and communica-
tive intent” [BK20, p. 5185]. While these pages are not
the place to provide a substantial philosophical treatment
of this question, it seems important to point out that the
mathematics presented here supports the idea that mean-
ing is inseparable from the multiple formal dimensions
inherent in text data.

The idea that meaning and form are inseparable is not
new, it just is not prevalent in the current philosophical de-
bates around AI. From a strictly philosophical standpoint,
Kant and Hegel’s influential work stood on the principle
that form and content are not exclusive, an idea that one
can also find at the core of Frege’s thought, the father of

analytic philosophy. More importantly, the perspective
that form and meaning are not independent became cen-
tral in linguistics with the work of Ferdinand de Saussure
[Sau59] and the structuralist revolution motivating the
emergence of modern linguistics. The key argument is
that both form and meaning, signifier and signified, are
simultaneously determined by common structural features
— structural differences on one side correlate with struc-
tural differences on the other. Significantly, one of the
main tools to infer structure in the structuralist theory is
the commutation test, which tries to establish correlations
between pairs of linguistic units at different levels. For
example, substituting “it” by “they” requires substituting
“is” by “are” in the same context, while substituting “it” by
“she” does not, although it might necessitate substitution

182 NOTICES OF THE AMERICAN MATHEMATICAL SOCIETY VOLUME 71, NUMBER 2

(Bradley et al., 2024)
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Distributional Mathematics

˛ How is it possible that a distributional approach to (natural) language can account

for the mathematical content of mathematical expressions?

˛ Illustration: recursive structure and total order of natural numbers (Gastaldi,

Forthcoming 2024c).
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Recursion through Peano Axioms

1. 0 is a number.

0 P N
2. If n is a number, the successor of n is a number.

n P N ùñ succpnq P N
3. 0 is not the successor of a number.

@n P N, 0 ‰ succpnq

4. Two numbers of which the successors are equal are themselves equal.

@n, m P N, succpxq “ succpyq ùñ x “ y

5. If a set S of numbers contains 0 and also the successor of every number in S, then
every number is in S (induction axiom).

0 P S ^ p@n, n P S ùñ succpsq P Sq ùñ @n P S, n P N
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Formal Content

Form vs. and Meaning Content

Kant, Hegel, Frege, Saussure, Hjelmslev, etc.

Formal Content: The dimension of content which finds its source in the internal relations

holding between the expressions of a language

˛ Syntactic Content: The content a unit receives as a result of the multiple

dependencies it can maintain with respect to other units in its context

˛ Characteristic Content: The content resulting from the inclusion of a unit in a class

of other units by which it accepts to be substituted in given contexts

˛ Informational Content: The content related to the non-uniform distribution of units

within those substitutability classes
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The Distributional Properties of Characters

Ai,j “ pmipci; cjq “ log ppci,cjq

ppciqppcjq
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Digits Through Characteristic Content

= - / 0 9 8 3 4 5 6 7 1 2 u i e a o y k z x s d g n l r h c t q v f m p w b j
Characters

0

2

4

6

8

Di
st

an
ce

 (w
ar

d)

O :“ t“, ´,-, {u

D :“ t0, 9, 8, 3, 4, 5, 6, 7, 1, 2u

V :“ tu, i, e, a, ou

C :“ ty, k, z, x, s, d, g, n, l, r, h, c, t, q, v, f, m, p, w, b, ju
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Recursion Through Syntactic Content
- /

 = 
0 1 2 3 4
 5 6 7 8 9

a e 
i o u

b c d f g h j k l m 
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- /
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Total Order Through Informational Content

1 2 3 4 5 6 7 8 9
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Conclusions

˛ Neural ML applications to mathematics have the power to reconfigure the modern

articulation between mathematics, computer science, and language.

˛ ML practices grant Natural language a critical role in the characterization of

mathematical content.

˛ Data assumes a new epistemological status empirical linguistic practices and

formal contents.

˛ Philosophy and history of mathematics will require a competence in theoretical

and technical tools accounting for how formal content can originate from

distributional properties of pure expressions.
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