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Tony Wu at the IPAM

Main results — human prover

e For each problem, given a ground truth human solution, we sample up to 100
proofs from Codex.
e Codex solves 200 out of 488 problems with 100 samples:
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Autoformalization with Large Language Models ' -

Tony Wu

Google

Tony Wu, Autoformalization with Large Language Models (IPAM (UCLA), Feb 15, 2023)


http://www.ipam.ucla.edu/abstract/?tid=18227&pcode=MAP2023

Melanie Mitchell on PalLM2
Melanie Mitchell
‘ @MelMitchellt
-statement from Google's Palm 2 announcement.

(fromblog.google/technology/ai/...)

* Reasoning: PaLM 2's wide-ranging dataset includes—
e IESESSNS) SRS  dermonsirates improveq (EFABIESIANGGR comon
sense reasoning, GRAMAtHEMatcs)

6:23 PM - May 12, 2023 - 52.9K Views

https://blog.google/technology/ai/google- palm- 2- ai- large- language- model/
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as a gold standard.
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What’s So Funny?

o Proof assistants and automated theorem provers were supposed to prevent the
frailty of human proving practices instead of reproducing them and relying on them
as a gold standard.

o Mathematical literacy was supposed to be a condition to write and read scientific
papers and mathematical expressions instead of their miraculous effect.

o Natural language was considered the cause of rather than the solution to the
multiple problems preventing mathematics from achieving higher degrees of
precision.

o More generally, the formal nature of mathematics was believed to make it
impassive to the strong empirical position assumed by connectionist approaches
guiding the application of DNNs.
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Arithmetic (few-shot)

Two Digit Addition
Two Digit Subtraction
Three Digit Addition
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Four Digit Addition
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Five Digit Subtraction
Two Digit Multiplication
Single Digit Three Ops
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Arithmetic in GPT-3

(Brown et al., 2020)



Reasoning in ChatGPT o3

If p_n is a sequence of probability distributions on a countably infinite
set X that converge pointwise to a probabability distribution p on X, do
they necessarily converge uniformly?

Reasoned about uniform convergence of probability distributions for 4m 41s >
We will show that if
pa(x) = p(z) for every z € X,

where X is a countably infinite set and each P» and P is a probability distribution on X (so that

> pa(z) =Y plz) =1),

zeX zeX

then in fact the convergence is uniform; that is,
sup |p,(z) —p(z) | = 0.
zeX

In other words, point-wise convergence of the probability mass functions on a countable set (with the limit
being a probability distribution) forces uniform convergence.

In what follows we give a proof.



Reasoning in ChatGPT o3

Proof

Let e > 0 be arbitrary. Our goal is to show that for all sufficiently large n we have
sup [Py () — p(z)| <e.

Because P is a probability measure on the countable set X, we can “capture almost all of its mass"” in a finite
set. (This is sometimes called a truncation argument.) More precisely, there exists a finite subset
FcX

such that
p(X\F) = Ep(af) <e/3.
W F
Now, since F'is finite and we know that for every fixed = we have p(z) = P(w), it follows that for each z € F
there is an index Nz such that for all » > N,
[Pa(z) —p(2)] < /(3| F)
If we let
N, =max{N, : z € F},
then for all ™ = N, and every = € Fwe have

€

[P, (@) — p(2)] < 3

Thus, summing over z € F'we obtain



Reasoning in ChatGPT o3

Conclusion

Yes. If a sequence {pn} of probability distributions on a countably infinite set X converges point-wise to a
probability distribution P, then in fact

sup [p, () — p(x)| = 0,

zeX

so the convergence is uniform.

A Note on the Issue

It is very important that the limit ? is itself a probability distribution. (For example, the sequence of “Dirac
measures” 9, on \(\Bbb N\) defined by

5,(c) = {1 ifx=n,

0 otherwise,

converges point-wise to the zero function; but the zero function is not a probability distribution, and indeed the
convergence is not uniform.) The fact that no mass “escapes” ensures that the tiny probabilities in the tail
force the errors there to be small uniformly.

Final Answer

Yes. If P is a sequence of probability distributions on a countably infinite set X that converges point-wise to a
probability distribution P (so that no mass is lost), then in fact the convergence is uniform.



Reasoning in ChatGPT o3

Reasoned about uniform convergence of probability distributions for 4m 41s v

I'm curious if pointwise convergence of probability distributions on a countably infinite set implies uniform
convergence. This involves examining the supremum of the absolute difference between distributions as it
approaches zero.

OK, let me see: pointwise convergence on a countably infinite set doesn't guarantee uniform convergence

without additional constraints, like finite sets or specific continuity conditions.

I'm curious about sequences of probability measures where each point's probability trends to zero. This
hints at pointwise convergence but raises questions about uniform convergence due to potential “spikes.”

OK, let’s think it through: the maximum difference of 1/n between distributions p_n and p as n increases.
This difference converges to zero, suggesting uniform convergence in a bounded setup.

I'm examining a counterexample of pointwise convergence without uniform convergence, where individual
probabilities decline to zero but the overall distribution doesn’t converge uniformly due to continuous
fluctuation.

I'm considering pointwise convergence with a shifting spike in a probability distribution on natural numbers,
highlighting the gap between pointwise and uniform convergence due to inconsistent distribution updates.
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Main Orientations in DNN Applications to Maths

Proof-Oriented
— Bansal et al., 2019; Polu and
Sutskever, 2020; Wu et al., 2022.
Object-Oriented
— Blechschmidt and Emst, 2021;
Charton, 2021; d’Ascoli et al., 2022;
Lample and Charton, 2019; Li et al.,
2021
Skill-Oriented (e.g., Reasoning)
— Brown et al., 2020; Lewkowycz
et al., 2022; Shen et al., 2021
Heuristic-Oriented
— Davies et al., 2021; Wagner, 2021

Fully connected layer with 1
output

Fully connected layer with
1024 outputs

Concatenate embeddings

[ CNNIRNN Sequence model | | CNNIRNN Sequence model |
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Philosophical Significance: The Return of Language

o Research orientations tend to be spontaneously organized according to the Al
researchers’ implicit assumptions as to what characterizes mathematical practice
(i.e. what it is that we do when we do mathematics).

o However, practically all applications share a common philosophical assumption:
Written natural language plays a critical role in the processing mathematical
knowledge.

o The potential success of DNN methods in mathematics is inseparable from a
reorientation of the epistemology of mathematics from logic and formal systems
to natural language and vernacular writing practices.
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The Birth of Formal Knowledge

11/23

S. T. Coleridge, Encyclopaedia Metropolitana, 1818.

Juan Luis Gastaldi | H
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Epistemological Perspectives



Stochastic Parrots vs. Al Consciousness

Y
Language models are not like us,
therefore they do not and can not have any relation to meaning.

W
Language models have a relation to meaning,
therefore they are like us.



Making it Explicit
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Making it Explicit
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Distributionalism and Word Embeddings

o Distributional Hypothesis
(Harris, 1960; Saussure, 1959)

— “You shall know a word by the
company it keeps!” (Firth, 1935)

— The content of a linguistic unit is
determined by its distribution over a
corpus (i.e., the other units appearing
in its context)

o Computational version:
Word Embeddings

vvvvv

mmmmmmmmmmmm de
By assembled ekire
congress hotel opera
headguarters members_ -femly
opened
representativés o fempld s

residence
Se0sR a member statue
nobility
parliament
royal house lady
town
england
queen
duke edward
king henry

(https://projector.tensorflow.org)
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The Structure of Meaning in Language

The Structure of Meaning
in Language: Parallel
Narratives in Linear Algebra
and Category Theory

Tai-Danae Bradley, Juan Luis Gastaldi,

and John Terilla
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Distributional Mathematics

o How is it possible that a distributional approach to (natural) language can account
for the mathematical content of mathematical expressions?



Distributional Mathematics

o How is it possible that a distributional approach to (natural) language can account
for the mathematical content of mathematical expressions?

o llustration: recursive structure and total order of natural numbers (Gastaldi,
Forthcoming 2024c).



Recursion through Peano Axioms

. 0is a number.
0eN

. If n is a number, the successor of n is a number.

neN = succ(n) e N

. 0 is not the successor of a number.,

Vn e N, 0 # succ(n)

. Two numbers of which the successors are equal are themselves equal.
Vn,m e N,succ(z) =succ(y) = x =y

. Ifaset S of numbers contains 0 and also the successor of every number in S, then
every number is in S (induction axiom).
0eSA(Vn,neS = succ(s)eS) = VYneS,neN



Formal Content

Form "y and Eream@ Content
Kant, Hegel, Frege, Saussure, Hielmslev, etc.

Formal Content: The dimension of content which finds its source in the internal relations
holding between the expressions of a language

o Syntactic Content. The content a unit receives as a result of the multiple
dependencies it can maintain with respect to other units in its context

o Characteristic Content. The content resulting from the inclusion of a unit in a class
of other units by which it accepts to be substituted in given contexts

o Informational Content: The content related to the non-uniform distribution of units
within those substitutability classes




The Distributional Properties of Characters

A; ; = pmi(ci;¢;) = log ﬁ%

Juan Luis Gastaldi | How to Do Maths With Words 19/23
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Digits Through Characteristic Content
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Total Order Through Informational Content

Distribution of digits

p(d1)

—e— Benford

—&— Uniform

—e— Marginal Bigram
—e— Numerals

—e— Numerals > 5-digits

p(died2)

Regression over 2-digit sequences

0.084
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0.04

0.024

. e 2-digit sequences
Benford
Lowess
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Conclusions

o Neural ML applications to mathematics have the power to reconfigure the modern
articulation between mathematics, computer science, and language.

o ML practices grant Natural language a critical role in the characterization of
mathematical content.

o Data assumes a new epistemological status empirical linguistic practices and
formal contents.

o Philosophy and history of mathematics will require a competence in theoretical
and technical tools accounting for how formal content can originate from
distributional properties of pure expressions.
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